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1. Introduction Symmetry in AlexNet
For a function �: � → � and a 
transformation �: � → �
Equivariant:

�(�(�))  =  �(�(�))
Invariant:

�(�)  =  �(�(�))
• Architectural design
Convolution, max pooling
• Training process
Data Augmentation
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2. Group actions and equivariance  

• A group (G, · ) is a set G equipped with a product ·
• Properties:

(1) closed: G×G→G
(2) associative: �1·(�2·�3) = (�1·�2)·�3
(3) identity element: exist �∈G, s.t. �·� = �·�
(4) inverse element: exist �−1 ∈G, s.t. �· �−1 = �−1 ·�

• simply write �·ℎ = �ℎ and refer to the group by the name of the 
underlying set G

• eg. Z and + 9阡……) = 〖
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Group action

• A particularly simple group action is the trivial action of G on X, in 
which the case the group “acts” by doing nothing:
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X : pixetcoordinatgYipixelval.ua
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3. Computational imaging, equivariance,  
and deep learning
• Computational imaging, distinct from other forms of image 

processing, relies on the acquisition of sensor measurements that 
indirectly inform about the imaged object.

• Inverse problem:

• where y∈�m , u∈ �n 
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Model-based image reconstruction(MBIR)

• In the continuous domain, total variation (TV) prior is naturally 
invariant to translations, rotations, and reflections.



• Simple gradient descent methods cannot be directly applied.
• Proximal splitting methods:

• Basic PGD

( non-differen.tne)

givenu.findvhatminimize.hn



Deep learning for inverse problems
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• NNs are alternating compositions of simple linear and nonlinear 
functions, so we are led to study the problem of designing linear 
and nonlinear equivariant functions.

• For clarity of exposition, this section will treat signals as 
continuous objects.

4. Equivariance by design
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• With this measure, we can define equivariant convolutions on the 
group by

Equivariant neural networks
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• Steerable filters approach
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• For more complicated geometric features that are not just vector 
fields, this is generalised by transforming the range of the signal 
using a representation π of the linear transformations being 
considered. Correspondingly, the group actions we consider will 
all be of the form



nhnlkx-ucrltx.nl )
⼆

·tsrssestntsssoststnpsssso





LeakyRe.LU (a) ⼆ CLeakyRe.LU ix)
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• An alternative way to impose equivariance is to enforce it through  
the training process instead of using equivariant architectures. 

• In the supervised setting, where ground-truth images are 
available, this can be done through DA

• while for unsupervised learning, a system-equivariant self-
supervised loss can be used.

5. Equivariance by learning

( Data Augmentaton



• DA is based on the assumption that there is often additional 
information within the training data that has so far been unused.

• DA  introduce a set of transforms through which one can modify 
the existing training data to generate new plausible samples. 

Equivariance through DA



• consider a naive unsupervised loss, which only enforces 
measurement consistency, e.g.,

Equivariance in unsupervised learning

T.here.me infimitegmanysolutnsfothatattanzerotraininge.inron
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• where the first term enforces data consistency , the second term 
enforces system equivariance, and a controls the strength of 
equivariance loss. 









• Opportunities and limitations of equivariance
• current implementations tend to impose only limited symmetry, e.g., 

rotations of multiples of 90 °
• learned equivariance acts only on the training data and may not be as 

robust as equivariance by design
• whether we can always expect to achieve system equivariance and/or 

whether it is always desirable（6 and 9)
• There are also many unanswered theoretical questions in terms of both 

generalization and identifiability.

6. Open problems and future directions



• General group actions
• An interesting challenge is to account for group actions beyond rigid 

transformations, such as translations and rotations. 

• Beyond Euclidean domains
• The focus of the literature so far has been on scalar-valued imaging. 

Extensions to either the domain or range being a manifold or a graph are 
challenging and fall within the emerging framework of geometricdeep 
learning. 


