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Serious problems of scarce-label situations:
1. Confirmation bias:
The model learns incorrect predictions for unlabeled data, so that the confidence of the incorrect
prediction is increased and the model has resistance to new (correct) information that can be
corrected.

2. Model selection:
In scarce-label situations, the learning of SSL can be very unstable because of confirmation bias. A
model with a low training loss does not guarantee a good test accuracy.



Proposed method:
1. Propagation Regularizer
We need to keep the balance between pseudo-labels based on our observation that the
correlation between test accuracy and the entropy of pseudo-classes is high as shown in Tab. 2.
Learning imbalanced pseudo-labeled sample will augment confirmation bias.
To solve this problem, a regularization term is designed so that the pseudo-labeling for the
unlabeled samples should be balanced for each class as follows:

If the pseudo-labels of unlabeled examples are evenly distributed, the value of Lpr will converge
to 0.

2.Model Selection based on Propagation Regularizer and Utilization
To select an appropriate model, we propose a measure based on confirmation bias and utilization
of unlabeled samples.
For the utilization measure of unlabeled samples:

To measure the influence of confirmation bias:

Finally, we develop a metric for the model selection.

A good SSL model utilizes most unlabeled samples and is less affected by confirmation bias, so
the value will be max
imized. In the training process, we evaluate Sel at each epoch, and choose
the model with the maximum value of Sel as the final model.




