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Problems: 

1. Finding samples with high-confidence pseudo-labels may lead to the inclusion of 

incorrectly pseudo-labeled data. 

 

 

2. Low-confidence probability samples are frequently disregarded and not employed to 

their full potential. 

 

To solve problem 1: 

 

Loss Distribution Modeling on Dl: 

It is hard to regard the predicted probability as threshold to collect a clean pseudo-labeled 

set. Alternatively, wrongly pseudo-labeled samples tend to have a higher loss during the early 

training, which makes it possible to distinguish correct and incorrect samples by loss 

distribution. 

 

 

 



Based on the above observation, we assume that the overall loss distribution is composed of 

two normal distributions and further utilize the Gaussian Mixture Model (GMM) to fit the loss 

distribution on Dl. Formally, the instance-wise loss and probability density function (pdf) of 

GMM on loss ℓi can be formulated as: 

 

 

We use the Expectation Maximization (EM) algorithm to fit the GMM with the loss observation 

on Dl, and the optimization procedure is maximizing the log-likelihood: 

 

 
GMM perceives the prior loss distribution on Dl, and is able to distinguish trustworthy pseudo-

labeled samples by pseudo-loss distribution. 

 

Trustworthy Pseudo-labeled Data Selection: 

Cross Pseudo-loss Estimation on Du. 

 
 

Pseudo-labeled Sample Selection.  

Based on and the fitted GMM, we can select trustworthy pseudo-labeled sample 

ui by the posterior probability. 

 
where k = 0(1) stands for correct (incorrect) pseudo-loss component. 

 

To solve problem 2: 

 

 


